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The features of modern information risk management are considered and analyzed in the
article. The influence of digitalization of enterprises on information security is analyzed.

Approaches to the interpretation of the definition of "information risk™ are analyzed. It is
indicated that information risks arise primarily from the creation, transmission, storage, processing,
use of information in practical activities using digital media and other information and
communication means. The purpose of risk management of information risks of the enterprise is to
minimize the costs of counteracting information risks and the overall losses from them. Information
risks include risks of internal and external fraud, unauthorized use of company resources, breach of
confidentiality, integrity and reliability of information, etc.

The proposed information risk management system provides for the implementation of such
procedures as identification of information risks, analysis of information risks, selection and
implementation of the method of reducing information risks, control of information risks.
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It has been found that it is advisable to use models based on international standards when
modeling information threats. Popular practices used in practice are based on standards such as ISO
/ IEC 27005: 2011, NIST SP800-30, EBIOS, OCTAVE.

It is determined that quantitative calculation of risk situations is used first of all when it is
necessary to choose the optimal variant of solving a risk situation. Enterprise information risk
management techniques include organizational and technological measures.

It is established that the methods of information risk management of the enterprise include
organizational and technological measures. Organizational methods of risk reduction include: risk
aversion, loss prevention, loss minimization, transfer of risk control, risk sharing method, information
seeking, control or risk management. Technology measures include the accumulation of risk
information, their assessment and analysis, ranking and informing management about the
implementation of risks and the likelihood of their occurrence, the use of modern data protection
systems (obstruction, access control, masking, regulation, etc.).

It is established that the choice of information risk management methodology in each
individual case depends on the specific activity of the enterprise.

Keywords: information risks, information risk management system, risk analysis, risk
identification, risk map, risk management.
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Y emammi posensuymo ma npoananizo8ano 0cooau8ocmi CyHacHo20 inhopmayitino2o pusux-
MeHeddcmenmy. 3’scosano enius yu@posizayii nionpuemcmas Ha inghopmayitiny 6esnexy.

IIpoananizosano nioxoou 0o mpaxmyeanus Ooe@iniyii «ingopmayitinui pusuxy. O3HayeHo,
wo iHghopmayitini pusuKu BUHUKAIOMb NepuL 3a 6ce NPU CMEopeHHi, nepedaui, 30epicanti, 06podyi,
BUKOPUCAHHI THGHOPpMAYTT 8 NPAKMUYHIL OIILHOCTI 13 3ACMOCYBAHHAM YUPDPOBUX HOCII6 MA THUIUX =
IHGhOpMaYitiHO-KOMYHIKAYIUHUX 3ac00i8. Memoiw pusuk-meHeoNCMeHmy THDOPMayitiHux pu3u7<16'<
nionpuemcmea € MiHimizayis eumpam Ha npomuoito iHOPMAYIUHUM PUSUKAM | 3a2ATbHUX 8MPAm g
6i0 nux. J{o iHOpMayiliHUX PUBUKIE MOJNCHA GIOHECU PUSUKU SHYMPIUHBO20 | 306HIUHbO20 S
waxpaiicmeda, — HeCAHKYiOHOBAHO20 — BUKOPUCMAHHA — pecypci@  KOMNAHil, — NOPYUIeHHA {
KOHGhiOenyitiHocmi, yinicHocmi ma 0ocmogiprocmi iHgopmayii i m.n.

3anpononosana cucmema ynpagninHa iHoOpMayiuHUMU pusuUKamu nepeobavac peanizayito z
MAaxkux npoyeoyp, K GUAGILEHHs THHOPMAYIUHUX PUUKIG, AHANI3 THHOPMAYIUHUX PUBUKIE, GUOID i<
peanizayis Memooy 3HUHNCEHHs IHHOPMAYIUHUX PUSUKIE, KOHMPOb IHHOPMAYITIHUX PUSUKIE. S

Poskpumo, wo idenmuixayis ingopmayitinozo pusuxy nepeobauac CKIAOAHHS NEpPeniKy
eleMenmié puzuKy ma ix onuc: 00’€kmu 3axucmy, 3acpo3u, 6paziueocmi. 3anponoHosamo S
Kiacughikayiro  iHghopmayiinux pusuKie, AKa 00380458€ 30IUCHIOBAMU NOOAIbLUWI NPoYedypu
VIPAGIIHHSA PUSUKOM.

3’sacosano, wo npu MoOeno8anHi iHpopMayitiHux 3a2po3 OOYiIbHO 3ACMOCO8Y8AMU MOOe],
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WO IPYHMYIOMbCSL HA MINCHAPOOHUX cmanoapmax. Ilonynaphi memoouxu, wo UKOpUCmogyomscs y
npakmuyHil disibHocmi bazyomoscs Ha maxkux cmanoapmax, sx ISO/IEC 27005:2011, NIST SP800-
30, EBIOS, OCTAVE.

Busnaueno, wo KinoKicHUll po3paxyHox pusukogux CUumyayiu 6UKOPUCMOBYEMbCA nepul 3a
6ce, KOMU HeoOXiOHO obpamu OnmuMaibHUll 8apianm eupiuleHHs puzukogoi cumyayii. Memoou
VNPABNIHHA IHPOPMAYIUHUMY PUSUKAMU NIONPUEMCMBA BKAIOYUAIOMb OP2AHIZAYILHI MA MEeXHOI02TYHI
3ax00U.

Ycmanosneno, wo memoou ynpaéninna iHgopmayiiHumMu pusukamu niONpueMcmed
nepeobauaroms opeanizayiti ma mexHono2iuni 3axoou. /[o opeanizayiuHux memooié 3HUHCEHHS.
PUBUKY BIOHOCAMb. GIOXUNEHHS PUSUKY, HEOONYWeHHs 30UMmKI8, MIHIMI3ayisi 30umKis, nepeoava
KOHMPOTIIO 34 PUBUKOM, MemOoO PO3NOOLLY pU3UKI8, NOULYK IHGhopmayii, KOHMpPoIb abo ONAHY8AHHA
pusuxom. Texnonozciuni 3ax00u nepedbauaroms aKymyaayito ingopmayii npo pusuxu, ix oyinky ma
AHANi3, PAHICYBANHA MA THPOPMYBAHHS KEPIGHUYMEA NPO pednizayilo pusukie ma uMosipHicms ix
HACMAHHS, UKOPUCMAHHS CYYACHUX CUCMEM 3aXUCM) OAHUX (nepeuKkood, Kepy8anHs 00CMynoM 00
iHGhopmayii, MacKysanHs, peciamenmayis, mowo).

Bcmanosneno, wo 6ubip memoouxu ynpaeniHHa iHGOpMayiiHuMu pusuKamu y KOICHOMY
OKPEeMOMY BUNAOKY 3A1eAHCUMD 8i0 cneyughiku OisibHOCMI NIONPUEMCMEA.

KurouoBi cioBa: iHpopmaliifHi pu3uku, CUCTEMa YIIpaBIiHHSA 1HPOPMAIIHTHUMU PU3UKAMHU,
aHaJi3 pU3MKIB, iIeHTU(DIKALlIS PU3HKIB, KAPTA PU3HUKIB, pU3UK-MEHEKMEHT.

Ta6ua.: 1. Puc.: 2. Jir.: 21.

YIIPABJIEHUE UHOOPMAIINOHHBIMU PUCKAMMU ITPEAITPUATHUSA B
YCJIOBUAX HUO®POBU3ALINU

KOPYYK H .11,

KaHOuoam 3KOHOMUYECKUX HAYK,

0oueHm Kagheopvl KOMNbIOMEPHBIX HAYK

U IKOHOMUYECKOU KubepHemuKu,

Bunnuykuit nayuonanvHwlil azpapuvlii yHugepcumem
(e. Bunnuuya)

B cmamve paccmompenvi U NpPOAHANUZUPOBAHbL  OCODEHHOCMU  COBPEMEHHO20
ungopmayuonnozo puck-meneoxcmenma. OnpedeneHo nusAHUe Yupposuzayuu npeonpusmull Ha
UHGOPpMAYUOHHYIO 6E30NACHOCTb.

IIpoananusuposansvi nooxoovl K mMpaKkmoske Oeuuuyuy «UHGOPMAYUOHHBIU PUCKY.
Ommeueno, 4umo uH@POPMAYUOHHbBIE PUCKU BO3HUKAIOM, Npexcoe 6ce20, Npu Co30anull, nepeoaue,
Xpanenuu, 06pabomke, UCHONL306AHUU UHGDOpMAYUU 6 NPAKMUYECKOU OesmeNbHOCmU ¢
UCNONIL308AHUEM YUPDPOBLIX HOCUmMeNnell U OpYeUX UHBOPMAYUOHHO-KOMMYHUKAYUOHHBIX CPeOCMS.
Lenvio puck-meneodicmeHma UHGOPMAYUOHHLIX PUCKOE NPEONPUAMU AGNAEMC MUHUMUSAYUSL
pacxo008 Ha npomugooeucmeaue UHGOPMAYUOHHbIM PUCKAM U OOWUX NOMEPL OM HUX.

Ilpeonooicennas cucmema yYnpasneHuss UHPOPMAYUOHHBLIMU PUCKAMU HNpeononazaem
peanuayuro makux npoyeoyp, Kax eviaeieHue UHHOPMAYUOHHBIX PUCKO8, AHANU3 UHPOPMAYUOHHBIX
PUCKOS, 8bIOOp U  peanu3ayus Memood CHUICEHUS UHQOPMAYUOHHBIX PUCKOS, KOHMPOTb
UHGOPMAYUOHHBIX PUCKOS.

Packpvimo, umo  uoenmugpuxayus — uH@GOPMAYUOHHO20 — pucka  npedycmampusaem
cocmasnenue nepeuns dNeMeHmos pucka u ux onucanue. 00veKmol 3aujumyl, y2po3bvl, YA36UMOCHIU.
Ilpeonoosicena knraccugpuxkayus uH@GOPMAYUOHHBIX PUCKOS, KOMOPAs NO360.5€m OCYWeCmBIamb
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oanvHetuue npoyedypovl YnpasieHust PUCKOM.

Buisicneno, umo npu mooenuposanuu UHGOPMAYUOHHBIX YePO3 Yeaeco0OPA3HO NPUMEHAMb
Mooenu, 0CHOBAHHbIE HA MENCOYHAPOOHbIX cmandapmax. [lonynsapHble Memoouxu, ucnoiv3yemvie 6
npakmuieckou oesimenabHocmu, oazupyromces Ha maxkux cmaunoapmax, xax 1SO / IEC 27005: 2011,
NIST SP800-30, EBIOS, OCTAVE.

OnpedeneHo, Uumo KOIUYECMBEHHbI PACcyem PUCKOBbIX CUMYAyUll UCNOIb3Yemcs npexcoe
6ce20, K020a HeoOX00UMO BblOpamb ONMUMANLHLIN BAPUAHM DeUleHUsl PUCKOBOU CUMYAyUlL.
Memoovl ynpasnenus uHGoOpMAyUOHHBIMU PUCKAMU NPEONPUAIUS BKTIOHUAIOM OP2AHU3AYUOHHbLE U
MexXHONI02UYeCKUe MepONPUSMUSL.

Yemanoeneno, umo 6vi60p memoouxu ynpagieHus UHGOPMAYUOHHBIMU PUCKAMU 8 KAHNCOOM
OMOENbHOM ClIyyYde 3a8UCUm om CneyupuKy 0esmerbHoCmu NPeonpusmusl.

KuroueBble ciioBa: nH(GOpMalMOHHBIE PUCKH, CUCTEMA YIpaBICHUS HHPOPMAIMOHHBIMU
pPUCKaMU, aHAIIU3 PUCKOB, UACHTU(PHUKAIUS PUCKOB, KApTa PUCKOB, PUCK-MEHE’KMEHT.

Ta6ua .: 1. Puc .: 2. JInt .: 21.

Problem statement. The rapid dynamics of modern life creates new problems,%11
activates methodological searches, forms new paradigms for studying economic g
processes [1]. Digital transformation of the economy, which is based on progressive &'
digital technologies, plays a paramount role in the dynamic development of the country-.
in the context of integration and globalization processes. The advent of digital &
technologies creates new opportunities for market players to function in the online§
space, increasing their competitive and innovative potential by enhancing theirs
productivity, including through rapid scaling and digitization of their activities [2].

The rapid development of enterprise IT infrastructure leads to an uncontrolled &
increase in the number of information threats and vulnerabilities of information §
resources. In these conditions, information risk assessment allows to determine the§
necessary level of information protection, to support it and to develop a strategy for the s S
development of the information structure of the company [3].

The progressive development of the economy, the increasing needs of humanity &
are fully subordinated to entrepreneurial activity, which is the key to creating 2.
opportunities to meet public needs [4].

The rapid pace of computerization of society in all spheres of human activity has §
led and is leading to the emergence of new and the spread of already known risks and g z
threats. More and more unconventional channels of information gathering, g
unauthorized access to management information and interference with government§
networks, military and law enforcement agencies, all other social hierarchies and social 3
institutions, various terrorist and criminal organizations and groups are constantlya
appearing cyberspace in virtually unlimited, uncontrolled and unpredictable volumes 5

[5].

In the conditions of market environment, significant transformations iny
economic relations between economic entities, theoretical and practical issues of R
structural transformation are of particular importance [6]. =

Of course, the benefits of digital technologies are significant, but their™
implementation poses a threat to information security for businesses. Continuous
growth in the use of digital technologies is increasing the number of information
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security breaches. According to the monitoring service of registration data of Ukrainian
companies and the court registry for protection against raids and control of
counterparties Opendatabot [7], the number of cybercrime in Ukraine has increased at
least 2.5 times in the last five years. The number of cybercrimes has jumped in 2017.
Itis largely related to the «Petyay virus. However, since then the number of information
crimes has not decreased. The number of cases brought against cybercriminals is
increasing not only because the crimes themselves have increased. The second reason
Is that there are more professionals able to detect these crimes.

In 2015, 432 cases were opened for hacking into computers, systems or networks
and for interfering with (or blocking) their work, in 2016 - 294, and in 2017 - 1795. As
for crimes for writing and spreading viruses, then there are two jumps at once: in 2015,
there were 21 such cases, in 2016 - 15, in 2017 - 35, in 2018 - 134. The number of
crimes for unauthorized acts with electronic information has increased in 2015, 75
cases were opened, in 2016 - already 311, in 2017 - 670, in 2018 — 1070 [7].

Thus, for the normal functioning of the enterprise in terms of digitization, it is
necessary to ensure its information security, and, accordingly, information risk
management.

Analysis of recent research and publications. In the scientific and practical
literature much attention is paid to the study of theoretical and applied aspects of
information risk management of the enterprise, in particular such Ukrainian and foreign
researchers as: Artishchuk 1.V. [8], Honcharuk 1.V. [4], Iskadzhian S.O. [9], Kaletnik
H.M. [1], Kiselev I.A. [9], Kozlova E.A. [10], Okhrimenko A.O. [3], Fedulova I.V.
[11], Chunaryova A.V., Parkhomenko I.1., Sashchuk I.1. [12] and others.

Kislov D.V. [5] explores the problems of occurrence of risks in the processes of
information transformations in the structures of state marketing communications and
in making and implementing managerial decisions.

Information Security Standard BS ISO / IEC 27005: 2011, which in Ukraine is
named DSTU ISO / IEC 27005: 2015 Information Technology. Methods of protection.
Information Security Risk Management (ISO / IEC 27005: 2011, IDT) [13], effective
in Ukraine at the beginning of 2017.

It provides guidance for information security risk management, which includes
information and security risk management for telecommunications technologies.

Improvement of the methodology of information risk assessment in automated
systems using basic techniques and requirements of international standards, proving
the efficiency of the methodology with the help of a software product, which is a
prototype of the expert system proposed in the work of Buchik S.S. and
Melnyk S.V. [14].

Research of methods of risk management, development of methodology of
analysis and forecasting of financial risks taking into account their information
component was made in the work of Kuznetsova N.V. [15].

However, despite increasing attention to enterprise risk management research,
systematic research on the issue of information risk management in the context of
enterprise digitalization requires.
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Goals setting. The purpose of the article is to investigate the features of
information risk management in the context of digitization of enterprises from the
standpoint of a systematic approach.

Presentation of the main material of the research. Modern scientific
publications, regulatory documents highlight various aspects of the concept of
"information risk", which differ in the level of detail and concretization of the concept,
purpose and objectives of the research.

BS ISO / IEC 27005: 2011 [13] discloses information security risk as a potential
use of an asset or group of assets vulnerabilities as a specific threat to cause damage to
an organization.

Lipayev V.V. [16] characterizes information risk as a possible event that results
in the unauthorized destruction, distortion of information, and breach of its
confidentiality or accessibility. -

The Regulation on the Organization of Risk Management Systems in Banks of &
Ukraine and Banking Groups [17] defines information risk as the likelihood of loss or £
additional loss or loss of planned income as a result of internal and external events &'
regarding the bank's information systems and other information resources used to~s.
achieve the goals of the bank, insufficient internal control or inadequate or erroneous &
internal processes of the bank in the field of information and communication &
technologies. Information risk is a component of operational risk.

Buchik S.S., Melnik S.V. [14] note that risk is a complex value that is
characterized only by identifying a combination of factors such as threats, incidents,
vulnerabilities and types of losses. These factors alone do not make it possible to g
correctly describe the risk and determine its level. 5

In the work of Kuznetsova N.V. [18], information risks are proposed to mean &
the threat of loss or damage resulting from the use of information technology and 5
indicate that information risks are closely linked to the creation, transmission, storage§
and use of information through electronic media or other means of communication. 2.

A.O. Okhrimenko [3] emphasizes that it is possible to distinguish ones
characteristic of risk, which occurs in all definitions and unites them - an event that s
must occur, which is related to probability, action or activity, measure, frequency, the g
choice of certain solutions, uncertainty, loss, danger, etc. 2

Information risks arise primarily from the creation, transmission, storage,E
processing, use of information in practical activities using digital media and other T
information and communication means.

The purpose of the enterprise information risk management is to minimize the
costs of counteracting information risks and the overall losses from them. Information & z
risks include risks of internal and external fraud, unauthorized use of companym
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resources, breach of confidentiality, integrity and reliability of information, etc. _g
In Fig. 1 shows the information risk management system. =
~
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Information risk analysis
Risk identification
Modeling information threats
Development of information risk map
Quantitative calculation of risk situations
Determination of discrepancy of acceptable
limits of information risk

Identifying information

risks Choosing and
Find out the context of the . . implementing a method
risk Information risk of reducing information
Determining the type of risk management risks
Risk assessment system Organizational methods
Identify the causes and Technological methods

nature of the risk

Control of information risks
Risk monitoring
Responding to risks
Assessment of risk management effectiveness

Fig. 1. The enterprise information risk management system
Source: developed by the author in [15]

Risk management is the process of identifying, managing, eliminating, or
reducing the likelihood of events that may adversely affect the resources of the
information system, reducing security risks, potentially having the potential to affect
information security, provided the security value is acceptable.

Risk management includes all operations that can be performed on information
security risk: minimization (risk reduction), neutralization, risk retention (risk
retention), risk transfer or insurance (risk transfer) [3].

Explaining the risk context means identifying internal and external parameters
that will be taken into account in managing the risks, as well as defining the scope and
risk criteria to reflect in the risk management strategy [19]. Explaining the context of
risk is well described by the SWOT matrix. An analysis of the environment and the
context of risks enables the company to clearly identify its current status, identify major
strategic problems, develop an adequate strategy and analyze the risks that may affect
its implementation [11].

Determining the type of information risk allows you to identify the source of the
risk situation. The concept of risk is multidimensional, so, depending on the scope and
stages of the hazard analysis, different types of information risk are identified (Table
1).

The classification of information risks allows for further risk management
procedures.
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Table 1

Classification of information risks of the enterprise
Classification feature Types of information risks
- external, occurring outside the information system of the enterprise in the course of its
normal functioning;
- internal, occurring inside the enterprise information system due to the loss or disruption
of interconnections of individual subsystems;
- intentional influence of employees of the enterprise, as well as of third parties;
- accidental influence that arises regardless of time and place, as well as the will of the
participants of the process;
- anthropogenic caused by human or group actions;
By sources of risk - man-made, caused by technical failures, accidents and catastrophes;
- natural climatic conditions caused by climatic negative impacts;
- maximum (catastrophic), which cause a significant amount of damage to the enterprise
information system or its subsystems;
- medium (significant), causing an average amount of damage to the enterprise
information system or its subsystems;
- weak (insignificant), which do not cause or cause a small amount of damage to the
enterprise information system or its subsystems
- temporary (short-term) - within a few seconds or hours;
- permanent (long-term) - for days, months and years;
By frequency of - disposable, non-repetitive;
exposure - recurrent, recurring over a period of time;
- resources when there are problems in logistical support, technical defects, moral
backwardness and incompatibility of technical, software, etc.;
By type of influence - technological, caused by non-observance of production technology and non-
configurability of information system technology;
- network software caused by network and software defects, virus penetration, etc .;
- related to loss of information;
Originally - related to the formation of an information resource;
- related to information influence on the activity of enterprises;
- quantitative;
- qualitative.

Source: summarized by the author based on [3; 5; 9]

By sphere of influence

By the nature of
occurrence

By risk size

Duration of exposure

By form of influence

AUDID S UMHIWHCQIHIW “NOHDHIP ‘DIIWOHOMTT

Identification of information risk involves the compilation of a list of ris.k§1
elements and their description: objects of protection, threats, vulnerabilities. Securltyg-
assets include information assets, intangible assets, including Software; hardware, § S
network equipment, people, reputation and image of the enterprise. The practice of &
identifying information risk is assessed by the first four groups.

The baseline data for identifying threats and vulnerabilities may be information.&
about information security incidents, audit findings, expert assessments of users, &
information security professionals, IT professionals.

The output information at this stage is used to calculate the amount of risk or §
potential loss that an enterprise will receive in the event of an information security§
breach or the likelihood of such a breach. It also determines the severity of thes
consequences of a violation of integrity, accessibility, and confidentiality. 3

When modeling information threats, it is advisable to use models based on°
international standards. Popular practices used in practice are based on standards such E
as ISO / IEC 27005: 2011, NIST SP800-30, EBIOS, OCTAVE.

One of the main stages of risk analysis should be the modeling of information
threats. Information threats modeling allows to determine the probable consequences
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of information risks impact on the activity of the enterprise, to estimate available
resources, to analyze the cause and effect relationships between threats, to identify the
weakest areas exposed to external information threats.

Based on the results of the initial data assessment, a risk map can be prepared,
presented in the form of a graphical and textual description of certain types of risks
presented in the form of a rectangular table. On one coordinate axis the significance of
risk is indicated, on the other - the probability or frequency of its occurrence (Fig. 2)
[8].

Impact assessment,
thousand UAH Level of risk tolerance

Catastrophic ,
Critical Frequency
Important o_f r|s|_<
. situation
Significant
Not significant

1 2 3 4 5

Fig. 2. Example of risk map and tolerance limits
Source: [18]

The risk map is constructed on the basis of the following parameters: probability
of risk action (occurrence of risk situations); the proportion of the magnitude of the
losses incurred as a result of the risk in relation to the planned profit for the period. To
build a risk map, the limits of risk tolerance (Fig. 2) of a particular species are
distinguished. Risk tolerance is the permissible level at which an entity maintains
financial sustainability. It consists of a set of subjective and objective factors that shape
risk situations. Subjective factors include those related to personalization of decision
making. This can already be a problem, since the decision is always made by a
particular person (manager) and people are notoriously at risk. It follows that the level
of tolerance is determined by the human characteristics of the decision-maker (group
of persons) [8].

Quantitative calculation of risk situations is used first of all when it is necessary
to choose the optimal variant of solution of risk situation. The use of quantitative risk
assessment methods is based on systematic analysis and design methods.

In practice, quantitative methods allow:

- automatically classify information risks;

- quickly formulate information risk models based on asset security;

- Risk ranking (threat level: very high, high, medium, low, very low,
vulnerability level: high, medium, low, none);

- to argue the cost of ensuring information security of the company;

- formalize and automate risk assessment and management procedures [9].

The most well-known approach to quantitative information risk calculation is
the British CRAMM method. Its main goals are: automation of information risk
management, optimization of financial expenses for management, optimization of time
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for maintenance of company security systems, support of business continuity, etc. [9].

Conditionally, risk analysis can be divided into several groups. The first is the
development of scientific methods of risk analysis based on known theories and
requirements of standards for the creation of an information security management
system. The second group includes specialized software products, which are usually
based on the methods of the first group, but are more practical and take better account
of the specifics of the object of protection. Let's analyze the first group. Scientific
methods of risk analysis use different sections of higher mathematics: set theory,
probability theory, and discrete mathematics. Principles based on reliability theory and
fuzzy set theory are chosen as the core of the approaches. A feature of risk assessment
Is the complexity of formalizing the task and obtaining quantitative estimates. One
method of assessing information security risks based on the determination of optimal
values is a method based on the calculation of mutual information and the application =
of the so-called K-means clustering algorithms [10].

The method determines the degree of quantitative relationship between rlsk
factors and the level of information security with the calculation of mutual information.
At each risk level, the K-means algorithm determines the optimal points as the initial
centers of the clusters, and then the K-means clustering algorithm classifies the data.
The method can dynamically adjust the center of the cluster according to the results of & g
the clustering and calculation of mutual information values. This method is easy to «
apply it has fewer calculations than other methods. The method is less sensitive to the
input data.

The second group of approaches to risk assessment is more developed by foreign §
authors. Authors from the USA, England are primarily advisory in improving thes
already existing standards of information security: 1SO, BS and do not require a deep s S
knowledge of higher mathematics. ,5

In many cases, the third group of approaches combines expert and r|sk§
assessments based on the determination of their likelihood based on available statistics. 2
Such approaches can be successfully applied in practice, as the use of statistics base &
allows to minimize the subjective view of the expert on the task and to carry out work §
on the assessment of information security risks to specialists without extensive g z
experience and qualifications. To solve this problem, a number of software complexes =
for information risk analysis and control were developed, the main ones being: British X 3
CRAMM (Insight Consulting), American Risk Watch (Risk Watch) and Russian GRIF oy

ml_1¢ ‘vmwouo

HCQD

(Digital Security Company) [12]. §
Based on the analysis, it is possible to determine the contingent limits of§
information risks, calculated by the formula: g
N

R = PinreatsRnC 22 100%, 1) = X

=

~

where R — is the numerical value of the risk of information security threats;
Pureats — the likelihood of the implementation of at least one threat from the entire list
of actual threats; R, — risk of non-compliance with legal requirements; C — the value of
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the asset; K, — probability of exploitation of organizational vulnerabilities; K; —
probability of exploitation of technical vulnerabilities [9].

Methods of information risk management of the enterprise include
organizational and technological measures.

Organizational methods of risk reduction include: risk aversion, loss prevention,
loss minimization, transfer of risk control, risk sharing method, information seeking,
control or risk management. Risk rejection implies the rejection of certain management
decisions if the risk level for them exceeds its acceptable level for the enterprise. Non-
loss assumption implies that an entity may attempt to reduce but not eliminate specific
losses. A method of minimizing losses is that an entity may attempt to prevent a
significant portion of its losses. Transfer of risk control is done through contracting.
The risk-sharing method is that the risk of probable harm or loss is distributed among
the participants so that the potential loss of each is small [20].

Technology measures include the accumulation of risk information, their
assessment and analysis, ranking and informing management about the implementation
of risks and the likelihood of their occurrence, the use of modern data protection
systems (obstruction, access control, masking, regulation, etc.).

According to A.V. Denusenko [21] risk control is a phenomenon whose
necessity is based on the fact that: 1) the introduction of control will allow to gather
information about risks and their signals, which will further ensure prompt response to
them; 2) the implementation of controls, which require the implementation of certain
actions, aimed at minimizing the likelihood of occurrence of risky events. This
conclusion was drawn in view of the specificity of risks as an object of control. That
IS, the purpose of risk control is to prevent their negative consequences, to minimize
the risks of an entity's activities.

The essence of enterprise control, using the subject of control as a key feature, it
Is advisable to define as:

1) control of the leader, which is expressed in the solution of the problem of
establishing compliance of the implementation of management decisions with certain
principles, goals, objectives and goals; this level of risk control should be aimed at
detecting deviations in the conduct of business transactions and their reflection in the
accounting and reporting entity;

2) control exercised by each participant of the economic process at the enterprise
(expressed in actions of a controlling nature);

3) risk control as an element of information support of management decisions.
To determine the essence of the first element of control, we propose to consider it as a
dualistic system, due to the need to control the accounting process and the compliance
of the employees of the entity.

In order to maximize the effectiveness of this type of control, the frequency of
its implementation should be sporadic. The second element of control is systematic.
That is, it must be carried out continuously, become a supporting element of all
processes that occur in the enterprise during its operation. The third element is related
to the organization and maintenance of the information security system and the
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functioning of the system of risk identification and assessment as a threat to the activity
of the tourism enterprise. Such an element of control should be carried out periodically,
depending on the needs of users of information. It is this element that should be
considered as risk control, as it will identify the potential threats and the likelihood of
occurrence of risk events. Effectiveness of risk control at enterprises will be possible
only if the three above defined elements are synthesized [21].

The choice of information risk management methodology in each case depends
on the specific activity of the enterprise:

- the degree of dependence of the activity of the enterprise on information
technology, importance for the normal functioning of information risks;

- the need for in-depth study of information risks and the ability to carry out risk
assessments and identify baselines for reducing information risks;

- availability of human, financial and time resources for implementation of risk
management system, including information;

- requirements of legislation, regulators and other stakeholders to the process of
information risk management.

Taking into account all the requirements will facilitate the optimal choice of
information risk management methodology.

Conclusions. In the context of digital transformation, the role of information has & g
significantly increased. The use of information as a resource contributing to business «
efficiency has led to information risks that, along with other types of risks, may affect%
the activities and further development of the enterprise. Information risks arise §
primarily from the creation, transmission, storage, processing, use of information in§
the practical activity of the enterprise using digital media and other information and § S
communication means. Information risk management is a subjective, complex and s S
very important process in the activity of enterprises, in particular those who work with.§ S
large volumes of data, confidential information, for which there is a high probablllty§
of leakage, damage, information, software, hardware, networking. &

The system of information risk management of the enterprise involves the &
implementation of procedures such as identification of information risks, analysis of§
information risks, the choice and implementation of the method of reducing g
information risks, control of information risks. In order to effectively manage g
information risks, the methodology chosen must: meet the specifics of the enterprise, 3 3
take into account available resources, simulate the real situation taking into account all 3
information risks of the enterprise, and take into account the requirements of regulators,
management of the enterprise, other stakeholders.
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